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Abstract:
This project aims to develop new concepts, theory, and algorithms for control and signal processing
using ideas inspired by molecular systems biology. Cell biology provides a wide repertoire of sys-
tems that are strongly fault-tolerant, nonlinear, feedback-rich, and truly hybrid, while making effec-
tive use of highly heterogeneous sensing and actuation channels. Advances in genomic/proteomics
and molecular systems biology research are continually adding detailed knowledge of such sys-
tems’ architecture and operation, thus offering, in principle, a powerful source of inspiration for
innovative solutions to problems of control and communication, sensor and actuator design, and
systems integration. Often, problems in systems biology may superficially resemble standard prob-
lems in control theory but, on closer inspection, they differ in fundamental ways. These differences
are challenging and worth exploring, and lead to and interesting and highly rewarding new direc-
tions of research.

Summary of Findings:

Systems that are “close” to monotone.:

Monotone systems (which arose from the study of gene regulation and other biological systems)
have proved a powerful tool for analyzing many nonlinear systems. However, monotonicity is a
restrictive property vis a vis general biological as well as engineering systems. During the past few
years, the PI and his collaborators and students have developed an approach (monotone I/O the-
ory) that allows one to exploit the monotonicity of components even when the overall system is not
monotone. In this context, a main line of work in this project is that of understanding the dynamics
of systems that are not necessarily monotone but which, in some manner, are “close” to being so.
In monotone systems, every net feedback loop is positive. On the other hand, negative feedback
loops are important features of many systems, since they are required for adaptation and preci-
sion. The paper [19] used geometric singular perturbation theory to show that, provided that these
negative loops act at a comparatively fast time scale, the main dynamical property of (strongly)
monotone systems, convergence to steady states, is still valid. An application was worked out to
a double-phosphorylation “futile cycle” motif which plays a central role in eukaryotic cell signal-
ing. This work was complemented by [18], which studied the number of positive steady states
in biomolecular reactions consisting of activation/deactivation futile cycles, such as those arising
from phosphorylations and dephosphorylations at each level of a MAPK cascade. It was shown
that for some parameter ranges, there are at least n+1 (if n is even) or n (if n is odd) steady states,
there never are more than 2n − 1 steady states, that for parameters near the standard Michaelis-
Menten quasi-steady state conditions, there are at most n + 1 steady states and that for parameters
far from the standard Michaelis-Menten quasi-steady state conditions, there is at most one steady
state.
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Cooperative systems are the most common particular type of monotone system. Their attractors
are particularly simple; for example, a nontrivial periodic orbit cannot be an attractor. The paper
[1] provided characterizations of attractors for the wider class of “coherent” systems, defined by
the property that all directed feedback loops are positive, generalizing the above and other results.
The class of coherent systems serves to model many biological systems. Several new results for
cooperative systems were obtained in the process as well.

Identifiability of nonlinear systems.:

In molecular biology, typically only very simple input signals (such as steps or pulses) can be
used to perturb systems, which brings up the issue of identifiability when only using such inputs.
Interestingly, this most natural question seems to have attracted very little attention in control
theory. In [16], we dealt with the following question: what classes of input signals are sufficient
in order to completely identify the input/output behavior of generic bilinear systems? (Bilinear
systems are commonly used models in control applications, as well as in biology.) The main
results are that (1) step inputs are not sufficient, nor are single pulses, but (2) the family of all
pulses (of a fixed amplitude but varying widths) do suffice for identification. This project is being
actively pursued, with many questions left open, including the possibility of proving similar results
for other classes of inputs, as well as generalizing to other classes of (not necessarily bilinear)
systems.

Feedforward Circuits, Adaptation:

“Feedforward” circuits are ubiquitous in biology. For example, (incoherent) feedforward circuits
are over-represented in many gene transcription networks (compared to other “motifs” involving
three nodes), as well as in control mechanisms in mammalian cells and at the interface of genetic
and metabolic networks. A large number of papers have been devoted to the signal-processing
capabilities of the feedforward motif. In biology, feedforward circuits have been also often pro-
posed for adaptation (disturbance rejection) of constant signals. Indeed, a popular such circuit,
implemented by a particular chemical reaction scheme (the “sniffer”) has been proposed as the
paradigm for perfect adaptation, and several authors have identified roles for such circuits in
the adaptation by the chemotaxis pathway of Dictyostelium, in protein expression regulation by
microRNA-mediated loops, and in explaining the robust behavior of E.coli carbohydrate uptake
via the carbohydrate phosphotransferase system. Although lack of feedback might make such cir-
cuits lack robustness, they typically enjoy, for appropriate parameter choices and algebraic forms
of reactions, an almost-disturbance property.

In [13], we started a careful analysis of feedforward circuits for adaptation. A global convergence
theorem was proved in a general framework, which includes examples from the literature as partic-
ular cases. An interesting observation was that, in contrast to integral-feedback based adaptation,
these circuits do not adapt to pulse signals, displaying a memory phenomenon.

The paper [2] developed experimental synthetic-biology transcriptional and post-transcriptional
incoherent feedforward circuits to test the adaptability properties of such feedforward circuits. In
mammalian cells, three circuits were designed. In one, a transcriptional repressor is co-expressed
together with the unit’s output and downregulates this output via DNA binding. In two other cir-
cuits, a negative regulator is a microRNA that targets output mRNA via RNA interference. We
compared the incoherent feed-forward motifs with a negative autoregulation motif and analyzed
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their differences with respect to adaptivity in copy number and robustness to noise. Experiments
show that the transcriptional and post-transcriptional incoherent feedforward motif show superior
adaptivity to copy number as compared to the negative autoregulation and the noise levels depend
on the type of regulation yet again showing more robust behavior from the post-transcriptional
implementations. The paper [12] also dealt largely with feedforward systems, as well as related
constructions. The starting observation was that many cellular sensory systems display fold-change
detection (FCD): a response whose entire shape, including amplitude and duration, depends only
on fold-changes in input, and not on absolute changes. Thus, a step change in input from, say, level
1 to 2, gives precisely the same dynamical output as a step from level 2 to 4, since the steps have
the same fold-change. We ask what is the benefit of FCD, and show that FCD is necessary and
sufficient for sensory search to be independent of multiplying the input-field by a scalar. Thus the
FCD search pattern depends only on the spatial profile of the input, and not on its amplitude. Such
scalar symmetry occurs in a wide range of sensory inputs, such as source strength multiplying
diffusing/convecting chemical fields sensed in chemotaxis, ambient light multiplying the contrast
field in vision, and protein concentrations multiplying the output in cellular signaling-systems.
Mathematically, we provided an effective characterization of the FCD property via symmetries in
state-space, and showed that FCD implies two features found across sensory systems, exact adap-
tation and Weber’s law, but that these two properties are not sufficient for FCD. We also analyzed
a wide class of mechanisms that have FCD, including certain non-linear feedback and feedforward
loops. We found that bacterial chemotaxis displays feedback within the present class, and hence
is expected to show FCD. This can explain experiments in which chemotaxis searches are insen-
sitive to attractant source levels. This study thus suggested a connection between properties of
biological sensory systems and scalar symmetry stemming from physical properties of their input-
fields. A far-reaching generalization to arbitary symmetries, whose proof relies upon deep results
in nonlinear control theory, gave a general characterization in terms of solutions of certain partial
differential equations. A paper reporting on these results is currently under review [11].

Networks and contraction:

It is often very useful to break down the analysis and design of large-scale systems into two inde-
pendent steps: At a “global” level, properties of a network or interconnection graph are imposed
so as to guarantee a desired behavior for the full interconnected system. In this analysis, subsys-
tems may be characterized as “black boxes” with assumed input-output characteristics, but detailed
knowledge of their internal structure is not required. At a “local” level of analysis, one imposes
constraints on the structure and behavior of individual subsystems (components), so as to fit the
requirements of the global approach. These requirements are verified independently of the overall
network structure. This “multi-scale” or hierarchical methodology is robust in so far as a large
degree of uncertainty can be tolerated in the components, only constrained by meeting appropriate
behavioral requirements. There are many examples of such approaches in control theory, including
among others: the use of small-gain theorems to guarantee stability of a negative feedback loop
provided that the components are individually stable (qualitative property of components) and the
overall loop H∞ gain is less than one, as well as nonlinear generalizations based on input to state
stability; input/output monotone systems theory, in which input-output characteristics are the only
required “quantitative” data; and the use of passivity-based tools.

In [9] (a journal paper is under preparation as well), we present yet another example of the gen-
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eral principle, this time in the framework of contractive systems. We show that contractivity of
individual components coupled with contractivity of an appropriate interconnection matrix (which
uses only norm and matrix-measure estimates, but no precise knowledge, of components) guar-
antees contractivity of the overall system. No assumptions are made on the networks. Directed
networks, self-loops, and multiple regulatory interactions are allowed. This paper followed-up on
our work [8], which gave conditions for transcriptional systems to be globally entrained to external
periodic inputs. It was shown there that certain systems driven by external periodic signals have
the property that all solutions converge to a fixed limit cycle. General results were proved, and the
properties were verified in the specific case of some models of transcriptional systems.

Robustness of phenotype to large parameter variations.:

A common quantification of robustness in biology, with some analogies but technically different
to the use of the term in control theory, is in terms of the volume of the space of parameters
with are “admissible” in the sense of providing the correct “phenotype” (structure and behavior).
In our papers [3, 4] and ongoing work, we postulate that not only the volume of the space but
also its topology and geometry contain information on essential aspects of the network, including
feasible pathways, and the switching between two parallel pathways or distinct/disconnected active
regions of parameters. A general method was presented in these papers to characterize the space
of admissible parameters, by writing it as a semi-algebraic set, and then theoretically analyzing its
topology and geometry, as well as volume. A stochastic parameter-drift method was introduced
for characterization of the shape of parameter space. These methods provide a more objective and
complete measure of the robustness of a developmental module. As an illustration, the fruit fly
segment polarity gene network was analyzed in detail.

Partially observed stochastic systems.:

Hidden Markov Models (finite partially observed stochastic systems) are of great interest in pattern
recognition and classfication applications. Motivated by the question of identifying transcription
binding sites for the p53 protein, we developed a new computational method (“p53HMM”) that
uses as prior information the existence of symmetries in the patterns to be recognized. (In the
case of the p53 transcription factor, arising from its tetramer form when binding to DNA.) The
p53HMM method was developed in [7] and incorporates a novel “Correlated Baum Welch” train-
ing algorithm that provides increased predictive power by exploiting the redundancy of information
found in the repeated, palindromic p53-binding motif. The predictive accuracy of these new mod-
els was compared against other predictive models, including position specific score matrices. (The
p53 protein regulates the transcription of many different genes in response to a wide variety of
stress signals. Following DNA damage, p53 regulates key processes, including DNA repair, cell-
cycle arrest, senescence and apoptosis, in order to suppress cancer; we published a survey of p53
transcription factor binding sites in Nature Reviews Molecular Cell Biology, 2008.)

Synchronization:

The analysis of synchronization phenomena in networks has become an important topic in systems
and control theory, motivated by diverse applications in physics, biology, and engineering. Both
the individual dynamics of the components and the network structure play an important role in
determining conditions leading to synchronization. In [10], and motivated by such questions, we
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started the study of synchronization conditions for networks of nonlinear systems based on pas-
sivity notions. The components of the network (referred to as “compartments” in the paper) are
made up of an identical interconnection of subsystems, each represented as an operator in an ex-
tended L2 space and referred to as a “species”. These compartments are, in turn, coupled through
a diffusion-like term among the respective species. The motivation was the analysis of cellular
networks where signaling occurs both internally, through interactions of species, and externally,
through inter-cellular signaling, The synchronization conditions are provided by combining the
input-output properties of the subsystems with information about the structure of network. This
work was based on our previous work with Arcak that studied stability properties of individual
compartments, rather than synchronization of compartments. That work was based on an appro-
priate passivity property for each species, and introduced a “dissipativity matrix” that incorporates
information about the passivity of the subsystems, the interconnection structure of the species, and
the signs of the interconnection terms. To determine the stability of the network, one checks the
diagonal stability of the dissipativity matrix, similarly to classical work on large-scale systems by
Vidyasagar and others. In the special case of a cyclic interconnection structure with negative feed-
back, the diagonal stability test encompasses the classical “secant criterion” from mathematical
biology. The paper [10] also explored results for state-space models, as well as biochemical ap-
plications, and the theory was illustrated through the derivation of synchronization conditions for
networks of genetic oscillators.

Modularity and interconnections.:

Modularity plays a fundamental role in the prediction of the behavior of a system from the be-
havior of its components, guaranteeing that the properties of individual components do not change
upon interconnection. Just as electrical, hydraulic, and other physical systems often do not display
modularity, nor do many biochemical systems, and specifically, genetic networks. Our previous
work (Nature Molecular Systems Biology, 2008) started the study of the effect of interconnections
on the input/output dynamic characteristics of transcriptional components, focusing on a prop-
erty, which we called “retroactivity,” that plays a role analogous to non-zero output impedance
in electrical systems. In transcriptional networks, retroactivity is large when the amount of tran-
scription factor is comparable to, or smaller than, the amount of promoter binding sites, or when
the affinity of such binding sites is high. In order to attenuate the effect of retroactivity, we pro-
posed a feedback mechanism inspired by the design of amplifiers in electronics. We introduced,
in particular, a mechanism based on a phosphorylation/dephosphorylation cycle. This mechanism
enjoys a remarkable insulation property, due to the fast time scales of the phosphorylation and
dephosphorylation reactions. Such a mechanism, when viewed as a signal transduction system,
has thus an inherent capacity to provide insulation and hence to increase the modularity of the
system in which it is placed. Recent work includes an expository paper [5] (see also [6]) framing
modularity questions in the context of constructs in synthetic biology, as well as an experimen-
tal paper under review for a biology journal. In [14, 15], we remarked that reverse-engineering
techniques in systems biology tend to rely upon data on steady-state (or dynamic) perturbations
–obtained from siRNA, gene knock-down or overexpression, kinase and phosphatase inhibitors,
or other interventions– in order to understand the interactions between different “modules” in a
network. We reviewed one such popular such technique, introduced by the author and collabora-
tors (modular response analysis), and focused on why conclusions drawn from its use –including
papers published in the biological literature– may be misleading due to retroactivity effects. A
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theoretical result characterizing stoichiometric-induced steady-state retroactivity effects was also
given for a class of biochemical networks.

Exact calculation of moments for certain stochastic kinetics:

We have recently started research into stochastic aspects in systems biology. Deterministic mod-
els represent aggregate or average behavior, and are particularly accurate in classical chemistry,
where the numbers of molecules are very large (and expressed in multiples of Avogadro’s number
≈ 6 × 1023): by the law of large numbers, the mean behavior is a good description of the system.
The main advantage of deterministic models is that they are comparatively easier to study than
probabilistic ones. However, deterministic models may be inadequate when probabilistic effects
are nontrivial. We have already achieved progress along one line of research. Recent work by
other authors had shown that, for any complex-balanced reaction network (including any weakly
reversible deficiency zero network), the corresponding Chemical Master Equation (CME) has a
steady-state solution of a product of Poisson form. (Complex-balanced networks, studied by Fein-
berg, Horn, and Jackson, are the focus of much of our research into chemical reaction networks,
and the above result turns out to be closely related to the “nonlinear traffic equations” in queu-
ing theory.) When there are no stoichiometric constraints, the variables corresponding to numbers
of each species are IID Poisson distributed, and all joint moments can be easily computed in
closed form. If there are conservation laws, however, the distribution becomes that of IID Poisson
variables subject to conditioning by linear equations, and the computation of moments is highly
nontrivial. In [17], we introduced a new approach to the fast computation of such moments. This
approach is based on considering the un-normalized probability generating function, and observing
that it can be expressed as an exponential polynomial. Thus one may express it as a multi-contour
integral, and it follows that Wilf-Zeilberger theory of hypergeometric identities can be used to de-
rive multivariable linear recurrences (with polynomial coefficients in each of its arguments) which
allow one to recursively evaluate statistics. A Maple package (“MVPoisson”) was developed and
made freely available on the web to perform such computations. The use of this package provides
several orders of magnitude improvements over the stochastic simulation algorithm (SSA).
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